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Abstract

This paper discusses University of Hagen’s approach for the TREC2021 News Track. The News

Track aims at providing relevant background links to documents of the Washington Post article archive.

Our submitted run is based on research and development in the field of multimedia information retrieval

and employs a modified TFIDF (Text Frequency vs. Inverse Document Frequency) algorithm for topic

modeling and matrix based indexing operations founded on Graph Codes for the calculation of similarity,

relevance, and recommendations. This run was submitted as FUH (Fernuniversität Hagen) and obtained

a nDCG@5 of 0.2655.
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I. INTRODUCTION, MOTIVATION, AND DOCUMENT COLLECTION

The research area of “Multimedia and Internet Applications” at the University of Hagen has made

inroads in the field of Multimedia Information Retrieval (MMIR) in recent decades. Some of these

research results form an approach for participation at the News Track of the TREC2021 conference.

Typically, MMIR is aimed at the processing of multimedia content from various sources (e.g., images,

audio, video, social media, and text). Relevant extracted information of these various multimedia objects

are called, “feature” [1]. The approach presented here is based on such multimedia features and can

be applied to any kind of multimedia object including text. In the case of the TREC2021 News Track,

it has been applied to the Washington Post article archive [2], which contains 728,626 news articles

and blog posts from January 2012 through December 2020. The topic of the TREC2021 News Track is

Background Linking, i.e., the identification of similar and/or relevant articles to a given reference article

(called topic) and a set of corresponding questions (called subtopics). For this experiment, a set of 50
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topics with additional 3-5 subtopics has been processed. An example of such a topic description is given

in Figure 1. The articles of the Washington Post archive are stored in JSON format, and include fields

for title, byline, date of publication, a section header, article text broken into paragraphs, and links to

embedded images and multimedia, for the documents between the years 2012 and 2017.

Fig. 1: Exemplary topic description.

In this paper, we discuss our approach and its application to text-only multimedia objects and results

from the TREC2021 News Track evaluation.

II. STATE OF THE ART AND RELATED WORK

In previous related work [3][4][5], we introduced a Generic Multimedia Analysis Framework (GMAF),

which provides various plugins for multimedia feature detection in an extensible way. For the TREC2021

News Track, text-processing plugins are required, that are able to process the format of the Washington

Post archive into a MultiMedia Feature Graph (MMFG). Such a MMFG is basically a graph structure

and can be applied to the representation of MMIR features. A detailed description of this structure

is given in [6]. Depending on the type of multimedia object, we discovered and showed [5][7], that

graph algorithms have limited performance on large multimedia collections with a high level-of-detail

[6]. Hence, we introduced Graph Codes as a 2D projection of such graphs, which can utilize matrix

calculations instead of graph traversal algorithms [8]. For these Graph Codes, we designed a special set

of metrics to perform the parallelized calculation of similarity, recommendation, or inferencing operations.

In [5] we showed, that the performance of these operations is in any case superior to graph traversal

based operations. Until now, the main focus of the GMAF was the the detection of MMIR features in

images and video. However, for participation in the TREC2021 News Track, various text based plugins

have been developed. Hence, we will also refer to text relevance algorithms, like TFIDF (Text Frequency
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vs. Inverse Document Frequency) [9], named entity processing [10], and general concepts, like the Bag-

Of-Words text-processing [11] in the remainder of this paper. Figure 2a shows an overview of such a

MMFG, in the form of a conceptual visualisation. In Figure 2b, a simple example of MMIR features

and their representation in the MMFG is given, which is then illustrated as a coloured (i.e., weighted)

adjacency matrix in Figure 2c. Based on such a matrix, Graph Codes are calculated as shown in Figure

2d. This exemplary Graph Code GCex has been produced by the encoding function VMenc (Valuation

Matrix) applied to the example graph MMFGex.

Fig. 2: Overview of Graph Codes as: (a) visualisation (b) simple example, (c) corresponding matrix

representation, (c) final Graph Code.

III. MODELING AND ALGORITHM OVERVIEW

Our goal for TREC2021 is to demonstrate, that the concept of Graph Codes not only improves the

efficiency of MMIR, which has already been evaluated and outlined in [8]. Furthermore, we want to

demonstrate, that Graph Codes deliver high effectiveness and accurate query results. Therefore, we

chose to employ existing text processing algorithms and evaluate, whether Graph Codes based on these

algorithms deliver high efficiency and effectiveness without any loss of precision. For the TREC2021 task,

we chose the TFIDF algorithm as a purely statistical approach for the modeling of the text processing, and

integrated it into the GMAF for MMIR. It may be noted, that the application of any other text processing

algorithm would also be supported by the GMAF. Figure 3 shows the overview of our approach, which

can be detailed further as follows:

1) apply a TFIDF calculation to the documents and terms in the Washington Post archive. This task

is performed to detect relevant and irrelevant words. Irrelevant words are then removed, relevant
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Fig. 3: Algorithm overview of the processing steps for the TREC2021 News Track.

words are stored in a relevance database, from where they can be further used. This processing

can be applied to the complete collection of documents in advance. Whenever new documents are

added to the collection, a re-processing can be required. However, due to the number of documents,

this re-processing does not have to be performed immediately when a single document is added,

but can be calculated as a background task with reduced priority.

2) for each document in the collection, a Graph Code is calculated and stored in a MMIR database.

3) for each topic of the task description (i.e., the query documents), we apply:

• a Word Stemmer, that reduces the detected term of each word to its grammatical base form

• a query to a synonym dictionary, which returns all known synonyms for a given term

• a check, if the word (or its synonyms) are relevant within the overall collection

• a MMIR feature extraction, that is based on a Bag-Of-Words algorithm and calculates relevant

words and word-stems of a given article’s content

For both the Word Stemmer and the synonym dictionary, the Oxford English Dictionary has been

chosen, which is available for download and scientific use [12].

4) the detected features of the topic are then transferred to the GMAF, where they are converted into

Graph Codes. Here, the Graph Code metrics for similarity and recommendations are applied to

order the collection as a ranked list (see also [8]).

For the modeling of the subtasks experiment, we append the text representing the subtask to the

original query text, so that also the detected terms of each subtask’s question will be indexed. This

ensures, that both question and original article text are considered in the algorithm. Further details on

the implementation are given in the next section.
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IV. IMPLEMENTATION AND EVALUATION

The algorithm has been implemented in Java, based on the GMAF, and follows the approach discussed

in the previous section. The TFIDF calculation in our setup returned a global word count of 41,920 unique

words in 728,627 files. 34,113 words have been marked as relevant, 18,618 as irrelevant. After feature

detection, the resulting MMFGs and Graph Codes had an average of 224 relevant keywords per article,

that are employed for similarity and recommendation calculations. The Graph Code encoding has been

modified in a way, that the terms of a sentence are related via relationship attributes. If a term occurs in

several sentences, the corresponding Graph Code fields are also filled accordingly, leading to an increase

in the relevance of this term. The algorithms for similarity and the detection of recommendations remain

unchanged (see [8]). An example for such a generated Graph Code is shown in Figure 4.

Fig. 4: Exemplary Graph Code calculated from a random selected element of the Washington Post archive:

(a) source article, (b) excerpt of the calculated Graph Code.

The evaluation of our algorithm is performed according to the TREC2021 News Track standards, by

employing the corresponding tools, and is based on the TREC run results provided, which have been

produced by the TREC2021 team in an anonymized evaluation. Table I summarizes these results and

shows the overall average of all topics, including a selection of three individual topics1. The columns

1In the result list for our experiment, there were zero results for 13 topics. These topics have been removed from the result

list in Table I (topic = all).
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method topic 5% 10% 15% 20% min mean max

Precision all 0.4768 0.4291 0.3727 0.3285

Recall all 0.6229 0.1036 0.1301 0.1491

nDCG@5 all 0.2655 0.2731 0.2674 0.2664 0.0 0.3148 0.6342

Precision 960 0.8000 0.7000 0.5333 0.5000

Recall 960 0.1143 0.2000 0.2286 0.2857

nDCG@5 960 0.3681 0.4558 0.4163 0.4290 0.0 0.278 0.552

Precision 947 0.8000 0.8000 0.6667 0.5000

Recall 947 0.0870 0.1739 0.2174 0.2174

nDCG@5 947 0.4353 0.4703 0.5293 0.4995 0.0 0.371 0.890

Precision 937 0.2000 0.1000 0.1333 0.1000

Recall 937 0.0213 0.0213 0.0426 0.0426

nDCG@5 937 0.0424 0.0323 0.0618 0.0539 0.0 0.152 0.761

TABLE I: Algorithm evaluation selected experimental results.

“min”, “mean”, and “max” are taken from the official aggregated results of all participants. The results

indicate, that our experiment produced values for precision and recall, that are below the aggregated

average of all participants. An analysis of the individual topic runs shows, that there are several topics,

which have been sufficiently processed (e.g., topic number 960 and 947), whilst others (e.g., number

937) produced low values for precision and recall. We discovered, that the reason for this is the threshold

of the TFIDF algorithm, which marked several search terms of the topics as being irrelevant and hence

failed to produce accurate results. For example, topic 937 is described with, “What is the Middle East

Respiratory Syndrome (MERS)”. However, the TFIDF algorithm marked almost any word in this sentence

as irrelevant, as the terms, “what”, “is”, “the”, are irrelevant because they exist in almost any other

document, and the words, “Respiratory”, and “Syndrome” are marked irrelevant, because they appear in

almost no other document. Therefore, the overall result of this topic is below the average.

In general, for these kind of very specific topic descriptions, the TFIDF algorithm is not the best

choice and should be replaced or reconfigured with other parameters. However, the results show that

the introduction of Graph Codes does not influence effectiveness of MMIR in a negative way, as the

results of runs, without these mentioned TFIDF flaws, are above the average of the overall evaluation.

This demonstrates, that MMIR based Graph Codes are both efficient and effective.
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V. CONCLUSION AND SUMMARY

As discussed in the previous section, improvements to our approach must be made to achieve an

improved effectiveness. In particular, the TFIDF algorithm and its current settings filters too much data.

Hence, further runs with different parameters for the TFIDF threshold have been performed, which

increase the values for precision and recall up to 15%. These results will be reported in future work

and not here, as they have not been obtained during the TREC2021 News Track. Furthermore, our

experiment shows, that a pure statistical algorithm can produce results comparable with the average of

all other TREC2021 participants. With incorporation of the proposed improvements, the results are better

than average. As our algorithm is purely based on MMIR features, images, audio, or video content could

also be processed similarly. In particular, the fusion of these various multimedia feature sources will

further increase the effectiveness of MMIR. This is subject of ongoing and future work.
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